
!r 
‘

V AD—A0’eb 050 COLORADO UNIV BOULDER DEPT OF ELECTRICAL ENGINEERING F/G 12/2
A SYNTHESIS THEORY FOR A CLASS OF MUL.TIPLE LOOP SYSTEMS WITH PL——ETC (U)
1977 1 HOROWITZ. T WANG AFO SR—76—29 146

UNCLASSIFIED AFQSR —T R—fl—1 222 NI.
r i  ____

ADA
046050

_  _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _

U

p -_ _



FO 11102 8 ~2 5

____________ 
315

3 5

1’l : ~
_______ I~ ~~~

~~~
UHI125

NATIONAL BUREAU OF STANDARDS
MICPOCOPY RESOLUTION TEST CHART



• 

~ FOSR.~~~~77  12 2 2

A SYNTHESIS THEORY FOR A CLASS OF ~ c~ .

MULTIPLE—LOOP SYSTEMS WITH PLANT UNCERTAINTY

*
Isaac Horowitz / /~ ~: ) Te-Shing Wang

~~~~~~~~~~~~~~~~~~~~

~~~~~~ ABSTRACT

There is given a single input—output linear, time-invariant

plant with large parameter uncertainty consisting of two parallel

branches, one of which has n internal sensing points. The

objective is to satisfy specified frequency domain bounds on the

system response to conirnands and disturbances over the parameter

range, and to do so with sensibly minimum net effect at the plant

input, of the n + 1 sensor noise sources . The basic problem is

how to best divide the feedback burden among the n + 1 available

feedback loops L~. The procedure developed has high transparency ,

* Department of Applied Mathematics, Weizinann Institute of Science,

Rehovot, Israel.

T Department of Electrical Engineering, University of Colorado,
Boulder , Colorado

This research was supported in part by the Air Force Office

of Scientific Research under Grant No. AFOSR-76-2946 at the

> University of Colorado. AP~~~.~ c f~~r ~~ ‘ ‘ H  ~~~~~~~Ufll~5~jt~~j

w AIR FORCE OFFI~~ CF SC! :~ Iyxc r~:::: ~~~ (AFSC)
—

I NOTICE OF T ’  •~~‘1T .\L ~i) ~~~~ ~~I I  T~ ~~i ~oc~ ~c~~l c~~t. ~~~~~.• r I a ~ is ,~~~~~~ ~~~/

~~ r ) 
~~... i~~~— i.~ ( 7b ) .  

%...
~/ 6~•:> “v

~~~~~~~~ i~~ u. ~~~~~~ ~~~~~~~~ 
~~~

~~~. ~~. II.. - 
‘
~~~ “

_____ ~~~~~~~~~~~~ . i o ~ C . i i c e r



giving early perspective on the ioop bandwidths, permitting

approximate ioop trade-off s without a detailed design. While

the development is more difficult than in the single cascaded

plant system, the procedure and final results are very similar :

Each L~ has only one distinct frequency range say W j,~ in which

there is trade-off between L~ and L~+i, 
and > with

steadily increasing loop bandwidths going backwards from plant

output to input. it is shown that for a class of problems the

sensor noise effects can be tremendously reduced, when compared

to an optimum single—loop design satisfying the same specifica-

tions.
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NOMENCLATURE

a1 lower bound of k1 (following 4)

A1, A2 bounds on IT(iw) I (1, Fig. 2)

b~ upper bound of k
~ 
(following 4 ) .

B~~(c~) bounds on L~0(joj) (Fig. 3, II Design example)

BiH hf boundary on L
10 (6b, 7, Fig. 3)

BW( L~ ) bandwidth of L~0 (IV)

output of P~ (Fig. 1)

CD system output due to D (Fig. 1)

D~ disturbance input (Fig. 1)

system function (3, 8)

e1 excess of poles over zeros (before 4)

F prefilter (Fig. 1)

g
~ 

system function (4 )

G1 compensation function (Fig. 1)

hf high-frequency (range) (following 3)

j  = A,B,C,; I = 1,2. .significant co intervals of

L
~0 

(7, Fig. 4)

• k1 i ~1 e, hf parameter (4)

effective hf parameter (4 , 6)

loop transmission (3, 6, Fig. 4)

• L~0 nominal value of L1 (II Design example, Fig. 4)

for A1 > A imax (Fig. 3, IV)

LSVF linear state variable feedback (I)

IL~I (Fig. Aib)

_ _  
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= 
‘1 + L 1

1 (2, Fig. 3)

N1 
sensor noise input (Fig. 1)

o as sub indicates nominal (Fig. 4)

Pi, P~0 ith plant section (Fig. 1)

p) ~] effective plant (3, 6, 12, Al, Fig. 1)

R system command input (Fig. 1)

S as sub indicates single loop (II, Fig. 4)

T system transfer function (1)

variation of a set (5, 9, 12)

X plant input (Fig. 1)

ci trade—off parameter (Fig. 3, IV)

y bound on M (2, Fig. 3)

= P~/P10 (9, 12)

w frequency radians per sec.

w .. I = 1,2,... significant w values of L~0 (7, Figs 3, 4)

w . w at which Arg L10 = -~r (Fig. 7, Appendix 1)



A SYNTHESIS THEORY FOR A CLASS OF MULTIPLE-LOOP

SYSTEMS WITH PLANT UNCERTAINTY

I. INTRODUCTI ON

There are two distinct approaches to the desi gn of multi ple— l oop

linea r time—invariant systems. One of these LSVF (linear state—

• variable feedback), uses the optima l quadratic regulator solution and

origina lly secured the desired system poles via a constant feedback

gain matrix , driven by all the plant states [1 , 2, 3 for bibliography.)

Later refinements were observers for states which could not be sensed

and of prefilters to obtain des i red zeros [3, ~). The prob l em of

parameter uncertainty is being currently intensively researched using

the concept of “robustness” (6—9]. LSVF is attractive because direct

crank—turning gives a feedback desi gn for a multiple—loop plant of

any finite comp lexity,~ wh i ch has the des i red poles at the nomina l plant

va l ues and remains stable for sufficiently small parameter variations.

• A major shortcoming is that one cannot ‘des i gn to specifications ’ i.e.,

secure specified performance bounds over a gi ven range of plant parameter

val ues. Another is its complete neglect of the price paid for, the benefits

of feedback— the bandwidths of the ioops. Thus, LSVF insists on a feed-

back structure even when there is exact knowl edge of plan t parameters

and disturbances - a situation where feedback is not needed . In this

sense LSVF is a Continuat ion of classica l network synthesis , using a

different set of building blocks, because its primary purpose is

pole-zero realization and onl y Incidenta lly considers the uncertainty

problem.
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The second approach, denoted here as ‘quantitative design ’ is

characterized by (1) ‘design to specifications ’ for si gnificant plant

uncertainty and disturbance attenuation . (2) emp hasis on loop band-

width minimization . So far, these have been secured only in terms of

frequency response so it is often called the ‘classical’ approach ,

incorrectly because classica l control theory almos t completely over-

looked both these problems . There is no crank-turning here, but purpose-

ful design for sensit ivity reduct ion. It has been developed onl y for

• the cascade plant structure [10], and to a certain extent for the

multi :variab le two matrix degree-of-freedom structure (11]. This need

at present of separate development for different structures , compares

unfavorably with LSVF generality. But in return there is hi ghly

economica l des i gn to specifications , and deep understanding of the

feedback mechanism. Also , the concept of ‘set equiva l ence ’ enables

these techn i ques to be rigorously applied to large classes of linear

and nonlinea r uncertain time—vary ing systems with the same structures

[12, 13]. This paper extends quantitativ e de.s gn to the cascade—

parallel multi ple—loop structure of Fig. 1.

• Prob l em Statemen t

In Fig. 1 the P. are transfer functions of sections of the uncertain

plant and N 1 are the sensor noise sources 
- drawn heavy to emphasize

they are constrained and unalterable. There Is independent uncertainty

of the parameters of each P1. Despite this uncertainty , the system

frequency response to commands T(jw) C(jw)/R(j~i) is to satisfy

specified bounds

0 < Aj(w) 5 lT( i~ ) I  A2
(w) (I)

• • — -•- •—• • — , ~~~~~~~~~~~~
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It has been shown that time—domain bounds on the output and its deriv-

atives of any order (13] can be achieved by satisfy ing such ~—domafn

bounds. The prob lem is to find a sensibl y optimum systematic means of

dividing the ‘feedback burden ’ among the n + I available loops . All

the feedback si gnals go to the plant input •X , because ‘plant modification ’

[11] is assumed not allowed . Thus , in Fig. la , X = C/P and each C . is

determined by X and the P. , so the C 1 needed to obtain a desired

~t.eoutput C A independent of the C. . This is not the case if feedback to

interna l plant variables is allowed .

Disturbance attenuation is another major reason for using feed-

back. To simpl i fy the presentation , for the present the only require—

ment in Fig. I a, (with I defined by (3) later), is that I C/DI=I (l+L) 11<

some constant. It is more conven i en t [15] to use

• M ~ ~-j-~-I< y a constant , V w . (2)

Nonmin imum—phase plants , unstable plants and the generality of the

structure in Fig Ia , are postponed for later discussion , except to note

that any n + 2 degree of freedom system structure [11] may be used e.g.,

Fig. lb for the case n = 2.

The above is a very difficult problem, with very little treatment

in genera l and none at all for Fig. 1. It obviously does not lend i tself

to a rigorous mathematica l theorem—proving treatment. The approach taken

Is to find the principal des i gn factors and trade—olfs, based on the

following desi gn philosophy : The outer loop I from C may be desi gned

to cope only with the uncertainty in 
~b’ 

~~ which can give an I much

more econom i cal than in a single— l oop design in which I must cope

wi th all P. The first inner loop I~ from C 1 may be des i gned to

cope only with P1, with possible great Saving compared to an II wh i ch

—~ 
~~~~~~ ‘ “i~~~~~Ii~~~~~~~~~ •~~~~~~~~~~~ • •_ • —, ~~~~~~~~~~~~~~~ .• - -

~.•
-
~~~-- • • • --•
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copes with P1 P2...P . Similarly the second inner loop need cope only

with P2, etc. The result is considerable transparency and insi ght ,

enabling the desi gner to decide how to divide the feedback burden among

the loops.

Simp lifications initiall y made in order to concentrate on the

essentials , are covered in Sec. V.

• II DESIGN OF OUTER LOOP

If the plant is minimum-phase and open-loop stable (1 ,2) are

achieveable [15] with a sing le loop C. = 0, i 1 ,. .,n, C 0 in

Fig. Ia. But the resulting I~ = G5P may then require very large band-

width , causing great amp lification of the sensor noise N , as in a later

example — Fi g. 5. The simplistic approach , later justified , is to

therefore use the inner loops to ease, as much as possible , the outer

loop burden . In Fi g. la , let

P ~~P P  ...P P , P = P P  +Pa n n-l 2 1  a b  c

0’ ~~(l + P c  + P P  G + P “ P G ) + P Gn n  n n— I n— l n 1 1

1 + 
~G ~~~~~~~ I = ,~~-~~ P G. (3a-f)

- F 1
— R(s) — — 

l+(GP/.81J 
— 1+1

x C C . L/P
T~t

In (3f) the sensor noise effect is examined at the plant input X

where it tends to be large [16, and Fi g 5 here], causing plant saturation .

In the hi gh—frequency range (denoted as hf), (3f) -
~~ I/P where IL( ic~i) I<< 1

but I L/P I can be very large (Fig. 4), — the hf range is the major

trouble source. Thus , in Fi g. 5b the l owest w range with large and

• _ _ _••• • • •

~~~

.• • -•-• •••
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sharp peaking of I X/N I is #~ 3OO rps at which , from Fig. 4, the nominal

I iJ ‘.‘ —46db. Hence, the major effort in sensor noise effect minimiz-

ation will be made in hf. Since P is constrained in (4), such minimiz-

ation requires Iii minimization . But from (3) 1 must cope with

• 
~e 

= ~i~Dj
’ uncertainty. Therefore, for maximum economy of L , choose

the C., i = 1 ,..., n in ‘O of (3c) to min imize the uncertainty in

P = P/n.e

Consider accordingly the uncertainty in 1’e ~~~~~~~~~~~~ .P2P1G 1 
in

• hf where each P.÷k~/s 
~~
, e~ the excess of poles over zeros of P1.

Since 
~l~2~~~n~b 

pa rallels 
~c 

in Fig. 1 , it is assumed that (e1 +e2+...e)

A
+ e = e +e = e . Hence, at hfb a b  c

k k + k  kP a b cP = —+  = —  , where
C £~1 sCc[I+k~g~+. .+k~g 1 J 5e~

e e+e e• A n A n n-l A aGn 
= g s  , G~_ 1 = g~~1s , G 1 g 1 s (4a b)

The range of k. is taken as [a.,b.], b.>a~>O. In the logarithmic

complex plane (Ni chols chart), 
~e 

is not a point but a set

because of the uncertainty. For any fixed ~~~~~~~ values the set

, due to {kb
} , {k

~
} in (4a), is a vertica l line whose length ,

• . [k b +b ]
Lgth 0’e~~ I k

a
a
b
+a

c
I 

is a function of ka 
and is .

L a b  CJ db

maximum at ka aa 
If b/a > b

b
/ab (at ba 

if b/a < bb/ab). The

former Is assumed because P is in parallel with P p — see Sec V.c a b

—— ~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — - ..~~~~~~
•• ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Hence, due to all the k. uncertainty sets L9th(Pe}>(aabb+bc)/

(aa b+a ), with equality 1ff ~ such that the sets

1k (ka~
kb~

kc)} of (4a) ~ {ke(aa,kb,kc)} as the k1 i ndependentl y

range over [a.,b.]. It is readily seen that such g 1 exist e.g.

g2=. . ~
=g
~
=0, bb/b �g I � ~~~~~ compatible with the previous

b/a ?bb/ab. (In the case b/at < bb/ab the analagous , compatible

condition is bb/bc ~ g1 ~~b
taC). Thus , at hf the best the inner

l oops can do for the outer loop 1, leads to it cop ing with a gain

uncertainty set

~
a k b+k } ~~ il~{P~} , of

a bb+b (5a ,b)
Igth V~ 

a c
a a + aa b  c

For example if n = 2, all a. = 1 , b . = 40, 10, 60, 200 for i l ,2,b ,c

then in a single—loop desi gn 
~-s 

must handle at hf {P} of length

• [(b bb+bc)/(aaab#ac)jdb
Sl .7 db whereas (5b) g i ven ~2.3db , a saving of

39. 4db.

The hf reg ion is most i mportant for sensor noise , and the hf form

of P. in (Li) greatly simplifies the problem there. But des i gn of the

outer loop requires the uncertainty set for the entire spectrum. The

complexity of the calculations for general P~ with uncertain poles

and zeros would obscure the important features , for the sake (Sec. v) of
a minor point. Therefore, in the meantime let P~ = k./s

3 j = a,b,c

• so (4 ,5) apply for all u . Outer-loop des i gn is now a sing le- l oop

prob l em with the equiva l ent plant P~ of (Lia) denoted by



_ _ _  -‘
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• P• P +P• O A  a O b c

~e l+P G + ...+P ....P P Gno n no 20 10 I

a k + k  K°
= 

a b  C ~ .-~~
- (6a,b)

(I+ a g + . ..+a~g 1
)s~~ 

e
~

and 10 = P~G

The super—oh on 
~e’ 

k
e~ 

I indica tes P,k , L wi th P1,P2,. ..P at

their nominal values . The problem Is to find C or equiva l ently a

o o A
2
(W)

nom i nal L
0 
= P G  so that (2) and A9.nIT(j~ )I< ~~~ of (1),

are satisfi ed. The optimum design for this sing le- l oop prob l em [16) is

briefly rev i ewed here, w i t h  an exampl e w h i c h  is very hel pfu l in

explai ning the multiple-loop des i gn theory.

Design Example

In Fig. Ia let n = 2 , P. = k./s, j l ,2,b ; P =

a1 
= 20, a2 = 50, ab 

= I , a = 1000, b 1 = 800, b2 
= 500, bb 60,

b
~ 
= 200,000. The bounds A

1
(w), A2

(w) of (1) are in F i g. 2, and

y = 2.3db in (2). The nom i na l plan t values are taken as a 1 (with no

loss in generality) Note 1: The specifications must be consistent

with physica l reali ty i.e., it is crucial [16] thad u 0, such that
A2 (u)

for ~~~~ the largest variation of P~ ~~~~ A~(~) 
, in order that no

sensitivity reduction be needed at large enough w , permi tt ing

• I(jw) + 0 as w + co • From Fig. 2, 55 for a multiple loop design ,

280 for a single—loop des i gn.

L • ~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~ •_ __  -
~~
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Desi gn of Outer ioop
0

The procedure in [15] is followed . From (3a), ~Qn IT I 2~n 
L

1
0 

= P0G kO/S C of (6) wi th k
0 uncertainty (5), equal to Li2.3db.

Hence in the Nichols chart , £n L° = 2~n P
0 

+ Ln 6 is any point on line

AB i n Fig. 3, of length 42.3db. By means of G(jw) this vertica l li ne

wh i ch is the variation set ‘V0 V’CP°} can be translated , but not

rotated to any regio n i n the Nich ols char t , giving the varia tion set of

1
0
, V~(L°} with the nominal Lg = GP~g at A . Note that the nomina l

I of (3d), denoted by L
0~~ 

L~ and the nominal 
~eo 

of (3d)

justif ying C = L
0/P 0 

= L
0
/PeO

For any u say , one finds the boundary B(w
1) of t~~ . :~~~t

A
2
(u)

L0
(jw

1
) wh ich satisfy (2) and in iT i ~~ ~~~ . For examp le , in

Fig. 3 at w = 20 , X 1 
is satisfactory for L

0
(j20) because the range of

~
( 1~~~ is from A (M° -23.9 db) to B (M° = -.4 db) givi ng the
1+1 A

2
(20)

allowed 23.5 db for 
A 1
(2oT 

Similarly, at X
2 

the variation is from

—22.7 to .8 db. Any larger J L 0J at the same Arg L
0 

is sat isfac tory,

but not smaller IL O ! . B(20) is thus found. Due to (I) and Note I

of Design Example , as u B(w) would -~ a vertical line at _1800

extend i ng from -42.3 db to 0 db . But (2) gives the boundary B
H 

of Fig. 3

obtained by projecting the locus of =y~~2.3 db downward by 42.3 db.

At small t~ , e.g., w .5 , (1) dominates - see Fig. 3. At larger w

e . g . ,  w 2 , 10, par t of B(u) is due to (1) and part is due to (2).

There always exists such that for w > , B(w) B
H[l5,

l6]. Here

- 70 rps. The generality of P at hf (Lia) and of BR lead to a genera l

shape for L
0
(ju) (Fig. 3,~i) in large hf uncertainty problems , as follows.

L~•~_~ 

‘

- - - -• - • — - - - • -- — -  • i__ ~. ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~•~~~~ • ••- --•—— - ——--•- -•~~~~~ ~~~ • ~~—- ~~~~~~~~~~
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L
0
(jw) must satisfy B(w) bu t (3f) at hf suggests 1L 0

(jw)I be

decreased as rap idl y as possible vs m . As s -
~ ~~~, L

a
(s) ~ k1/s 

~ A

reasonable definition of optimum 1
0 

is one satisfy ing the B(w) with

a minim um k
1 

for a fixed e1. Such an optimum exis ts, is uni que ,

lies on B(w) at each ~ and can be approx i mated as closely as des-

i red by a rationa l function [16]. There is trade-off between complexi ty

of the rational I0(s) and k~~. ,  so a practical sensibly optimum

10(jw) is as shown in Figs . 3,4. The shape and length of B
~ 

are

impor tant. L
~~

. tries to decrease 1L0 1 rap idly vs w, bu t in
‘opt.

Fig. 3 B~ constrains m m  [Arg L0
(jw)] > — 130°, wi th corresponding

minim um average dIL 0
(j(~)J /dW ~~~~ (ko)~ 

- 29db/decade [Il]. Thus,

IL o(jw)I must decrease rather slowly up to 
~~~~~ 

in Fi gs. 3,ti after

which the permitted decrease of Arg L0(j~
i), at bottom of BH, permi ts

• 110 (iw) I to decrease very rapidl y.

• This paper Is devoted to problems where 3 an [Wd,W ]  interval

in wh ich the sensibl y optimum I0
(jo~) has the shape shown in Fi g. 3.

Plan ts with uncertain hig hly underdampled pol e-zero pa i rs (e.g. bending

modes) could be included , if these occur at Lu < and/or Lu > 
2

However, the multip le—loop problem is complex enough without bending

modes, so this class is omitted here.

It Is seen from Fi gs. 3,4 that the hf uncertainty Le. of k In

(6) , is the factor which can give large cost of feedback. This is

• because the leng th of is tha t of 
• {k

e
}
~ 

On B
H~ 

(L o l must

decrease slowl y vs cu while 1P0( 
may decrease faster and at hf from

(3f), (X/N ( (I0/P0( may then be >> l even though jL0J << 1

(Fi gs.~
1i ,5). Hence, It is desirable to minimize Lgth (BH) Lgth’{k ).

Use of an Inner loop permits a maximum reduction of 39.4 db here. The

saving in bandwidth is ‘-.‘ 40/29 decades (i
~~ 

ye 10 in Fig. 4). The

—
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reduction in sensor noise effec t at X is enormous (Fig 5b), because the

rms noise val ue is obtained by i ntegrating arithmetic values on a

air thmetic cu scale.

For later use, the fol l owing Lu interva l s in Fig. 3,4 are emphasized :

[0,w
~
) ~ (0,90), 1 B ~ 

[tu
~
,cu2) [90, 330)

~ [cu2, 
cr~) [330, °°). (7)

The des i gn of the first inner loop L1 is decisively influenced by

• these intervals of the outer loop L
~
.

III DESIGN OF INNER LOOPS

First Inner Loop L~

In II the inner loops were appa rently sacrificed , in order to

obtain the most economical outer l oop and thereby minimize the effect of
e

sensor noise N at X. C = ... = C = 0, C = s a b /b were found2 n 1 b c

satisfactory for this purpose. The obvious cri ticism is that this

bes ides being impractica l , would tremendously amplify hf N
1 noi se

effect at X (Fig. 1) and likely more than cancel the benefit gained

• 
• for 1. The answer is that while these are satisfactory , there

are other much smaller acceptable val ues. This is due to the mechanics

of sensitivity reduction such that L0(jw 1) optimally des i gned to handle

an uncertainty Set V(cu1) can in prac tice handle a set V
y
(W1)

much larger than V(w1) (e.g. Fig 8 of [10]). So, the next step Is to

find the bounds B
1
(w) on the first inner nom ina l l oop 110(jw) such

• that the economical 1
0 

of II is satisfactory. The bounds on 110 are,

in fact, very modest.

— 
~r~~~~ 2 , L ,, ,• _ . — -— • •-— —— ---’~~-~~~~~~~~ ’’  -
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For this purpose (3c ,f) are entended as fol l ows. Let

b b1 (~~1) = [(I+PG+ ...+P ...P2
G
2
) + P G~](1-i-L) (‘0 +

• ~ i5 (l+L)(1+L) , 1i = 1’a61

X ~l G 1 — 

1 l’~
’a

- 

~j-4(l+L 1 )(1+L) 
— 

(i+L~)(1+L) 
( a-c)

~ ~~“~a in the crucial hf. Hence to minimize lX /N1 at f ixed L

minimize (L 1 ( 
. But L

I 
must cope with the uncertainty in P~ , P2,...P

i gnored by 10 . However , if G
2 
can cope with P2,.. . ,P then I

i 
need

onl y cope with P1 . 1
~ 

is desi gned according l y and denoted by L~ to

indicat e its neg l ect of P2,.. . ,P uncertaint y. So now, P0 of (7a) is

repl aced by

P P  ...P P+P A P  P P
A 1 2 0 nob c 

— 
l a o b c

e 
— 

l+P
0
G + .. .±P . . .P2ØP1 G J 

— ____________

1 P 10 
• 

(9a—c)

with 
~~~~~~~ =i.ii~t i=f~~:~~~i cJ •

Instead of li’0 
= (a kb+k } of (5a) . In (9) Li~ 

Is the nomina l

E h o (cf lo) and ,A3 0 ~8 at nominal P i0, for i I,..., n.

10 was designed to handle P~ with its ~~~ but now it must handle

P1 with its V~~~~J?J’0 . What are the bounds B 1 (cu) c L
~o (jw ) so that

the original 10 remains sat isfactory? This equestion may be answered

by simple try ing h o values and checking if (1 ,2) are sat is f ied . It
• Is found that the B 1 (üj) are decisivel y influenced by the intervals

1A ’ IB~ 
IC of 1o in (7). The results are stated here and their /explanation In Appendix 1. /
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Nature of B
1
(w) bounds on L

10

(I) For W £ 1 A = [0,90), B
1
(w) are ~j?per 

bounds , i.e.,

I L 10 (jw)~ must be < some value which is a function of

ArgL 10(jw) 
- Fig. 6a.

(2) For w 
~ 

1
8 
= [90,330), B

1
(w) are l ower ones prec luding

110 0 (Fig. 6b).

(3) For W £ I
C 

= [330 ,°’), B 1
(w) i n Fig. 6b are closed curves in

the Nichols Chart which tend to a vertic al line B IN of length

~~b ~• I~~-i- I a t A rgL. = - ~~m.t a k ,db 10

Jus t as in the desig n of 1
0 , 

so the optimum 1
10 

would l ie on

at all w but is in practice approximated by a rational function -

Figs. 4,6. One may def ine interval s of L
10 

si m i lar to 1A’ ~B’ 
I
C 

of

l
o , 

i.e., in Fi gs. 4,6: I lk, = [O ,tu 1
— ) , 1~~~~~ = Eu 1 — , 

~~~~~~~~ 
= (w

1
+ ’w)

Here 1 18 ~ 0 because BIH has zero width. In practice , one would

• likely (in add i tion to (2)), assign bounds in Fig. I , on

C. -1 10D. — • (l÷L)(l+Q . .. (i+L.)

leading to fi nite-width B .H and larger 1
i8 

Such fini te Bi
H 

are

easily added in Figs . 6,7, bu t are omitted here for simp lici ty.

Second Inner loop 12 •

The above discussion is repeated for L2, but now P2 uncertainty is

included with (8) extended to

• 
• 

~~2 (s +L ,)(l+L) = [ ( 1 + P C + ... +P ...P
3

G3) + P ...P2G2J (l+1 1 )(l+L)

• 

~ 
(,
~ + P ...P2G2)(1+L 1 )(I+L)
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P ...P G
~ n 2 2

2 
-. 

03

~X C2 12~~ n”
N2~~~~~- (I+12 )( l+L l)( I+L) ( l la - c )

I2/P .. .P2 in the crucial hf . To minimize the lat ter  it is best to let

12 
handle P

2 
uncertainty onl y, lead ing to Cd (9a))

A A P  P +P
pZ~~ l 2 a O b c
e l+P 0G + . . .+P . .  .P

3 
6
3
+P ...P

30
P
2
6
2
+P .. .P

30
P~PJ G7

( A A P  p -i-F’ ) P
= 

l 2 a o b c A 2
,~~~0El +A 2

L
20+A

1 A 2
L
10 (1+L20

)] = v— (l2a-c)

w ith

• ~~ 2 = = 
~~

+A 2L
2O+A 1 A L l (1+L

)}

Instead of the smaller uncertainty set V~~
1 of (9c).

The next step is to the find 82(w), 
the bounds on. I

~o~~ 
120, ~~

that I , I o des i gned for ?)”~ remain satisfactory for The
0 1 

~t-e
resul t ing 8

2(w)A similar to B
1
(~): upper bounds in 1 lA

lower ones In B 
and closed curves merg ing i nto a B2H etc. of

(b2 
1

l ength (— — see Fig. 7. The explanation is g i ven in Appendix 2.
~a2 db

One can continue indefin itely in this manner . The resulting 120

(Fig. 4,7) has three intervals ‘2A’ I 2B~ ‘2C wh i ch decisivel y influence

the bounds on a L3Q 
designed to handle P

3 
uncertainty, etc. The

general forms for the /9~1, I~ , etc. are for I = i,.. .,n
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,Oi, c
~~~+i (l+L

~
), ~ =

1./P . . .P .
-*

~
- =  

fl+L.) (l+L . 1 )...(I+L~ 
(l3a-d)

( A X  ...X.P P + P )1 2  i a o b
— 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~

Note that F in Fig. la is available from Eq. 3e as soon as L
o is

known , by associating a nom inal • To
(s) wi th the nom inal L

a
(s) . But C .

is riot known until I , I
~~~ 

. . . ,  I. are known . Thus from (l3b)

C = 

Lno,/Jn+l 0  
= L IF’ , C = /P ~n P no no n-I n-l ,O nO no n-l ,O

no

wi th 
~~~~~ 

= I + L 0, etc.

Generality of structure. In the system considered , inpu t R in Fig. I

and fl + 1 plant outputs are available for processing, permitting an

infinitude of n + 2 degree of freedom structures (i i ]. The n + 2

fundamental system functions are the system transfer function i(s) =

and the n + I loops I, L~ ,.. ..,L~ • In any acceptable structure , I is

gotten by cutt ing the outer loop just after the C sensor , giving in

Fig. lb , I = PQHH1 FI2/.4, ~& 1 + P2H2 + P1P2H 1H2. Keeping the f irst

cut and with another cut after the C1 
sensor, g ives L~ P

2
P

1
H

1
H2I~~

I + P2H2. i(s) is always of the form T PLI (l+I) , iJ, 
- 

independent

of P1, i~’ = I/H in Fig. lb. The des i gn technique provides T and

the nomina l 1.0 from which the compensations C 1 (of Fi g. Ia) or

H1 (of Fig. Ib) or those of any oth~ r structure are derived . The

excess of poles over zeros ass i gned to i(s) e
~j 

must be compatible

with the structure . In Fig. la , e.,~ cF + e1 eF + ep + eC each a

positive Integer but in Fig. ib , e1 F.e. c1 + eN. 1 Q, H J , H2 , P H.

‘ I
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IV PRACTICAL DESIGN PROCEDURE AND TRADE OFFS

Sect ions II , III  described a desi gn procedure based on the best

(most economical) I
n 

subject to the best L
l~ 

... , subjec t to the

best L
1 , in turn to the best I ; first preference is given to I

then , etc. This section shows how II , III p rovid e the perspect ive

for making reasonable trade-offs between the l oops early in the game ,

withou t a detai led design. The display in Fig. 4 is used . The first

step is an approximate single-loop L~ desi gn. The low frequency bounds

• B5
(w) based on P of (3b) are used which are hard l y diff erent from

those based on P~ of (7a) - see Sec. V. There is no need for a detailed

design of ISO 
for w > 

~
0d , at which Lso reac hes BHS (ana logs of

cud , BR in Fig. 3). Thus , the s lope of ~~~ is known on 8
HS and the

leng th of is that of the hf uncertainty of P . The slope of ISO

for cu > cu
S 

(analog of cu ) is the same as of 1
0 

for cu > cu~ -(cf
• 

1
0 , ~~ in Fi g. 4). Hav i ng Lso , the approx ima te lo is immediately

available because B
~ 

is known (39.4 db shorter than BHS)

Next , sketch an approximate 110 as follows. IL 1O Imax is near

and its approximately value is obtained by the method of Appendix 1 ,

Fi g. Alb . The shape of (h O! for cu > Lu
12 

is fairly standard. Its

slope is -30 db/decade from to in Fi g. Li until

J1 10(Jcu) J = 20 log a
1
/b

1 
- It db is attained (A a small gain marg i n), after

which i t is - constant for 1 - 1.5 octaves 
~~lx 

to Q
3
) , followed by a

slope of -20 e11 db/decade , wi th e11 the chosen excess of 1
~c~ 

poles

over zeros. Analogous to 1-so ‘ 
1

10 
(Fig.  4) is 1

10 
coping with all of

uncertainty. Similar l y, an approximate 120 Is obtained . (120!

is between and Q3 
(Fig. 4) and its value can be found from Appendix 2.

• For cu > Q3 , 
Its shape is similar to that of ( L

~~~
( for cu Cu

2 
. For

V 
• :~~

:_
~~~ - ~~~~~~~~~~~~~~ -~~~~ 

- •; . - - • • - - —•••
~~~ 

•
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n > 2 , t he procedure is continued wi th  1130! a near , etc.

The next step is to sketch (Fig. Ii) (P (, lP 10~~
F’r~0l ’ 

~~2O”~~nO 1’ 
~~nO ’

The noise amplifications in hf (3f , 13) are (L 50
/P
0( , jL

0
/P
0(

for (X /N(5 
, (x/N( , ..

~~ I x/n~l
respectively, easily obta i ned by subtraction of the db values. The sensor

noise effect (x~J is gotten by multip l y i n g  lX/N
~ I by ~N .(

Trade-offs between the L. are now considered , e.g., 1
0 

vs. 110

1
0 

of II is one extreme, ISO is the other and intermediate designs are

possibl e. One poorer by ct = 5 db is shown in Fig. 3, postponing the

J
1
J
2
J
3 

pattern in Fig. 4 until (L 0( 
is l ess by 5 more db with

~~z~new 
> (Lu

z
)old . In return , the peak of the new 

~~~~ 
(Appendix 1 ,

Fi g. Aib) is -18.5 ins tead of -9db. Trade—off between 1
0 

and L
1

is made wi th no reference to I
2~ 

1
3 

Trade-off between L10 and

120 is done in the same manner etc.

Bandwid th Propagation and Similarity with the Cascade Plant structure

• let the bandwid th 814(L
1 ) be arbitrarily defin ed as that at which

• (L .
~
( achieves its fina l asymptotic slope: 

~~ 
for Lo, Q

3 
for 110,

for 120 in Fi g. 4. BW(L.) increases with I. This phenomenon

occurs In prec i sely the same manner in the cascade-system [10). The

relations between the the role of b
~
/a
~
, the sensor noise effects

and trade—offs etc. are very similar in the two structures . However, the

val ues of IL iO l max are different and the derivation is more difficu lt

here. Here, at each new L~ stage, one must use a more comp lex form

~~ Pc 
In the cascade system the step from i to i + 1 is identica l

the that from i — 1 to i. But the final results are remarkabl y similar.

I n Fig. Li , BW (L~0) X2 Is comparable wi th BW(L50) at X0, a

little larger due to the extra few db of gain marg in needed per section .

L 

. 

- -  _ _ _ _  ____ ______- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

. -
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Thus, the final cut—off frequency for a sing l e-loop des i gn is comparable

to that for a mult ip le- l oop desi gn , but they are associated with different

loops so there can be a great improvement in sensor noise effect. Thus ,

in Fig. Li, (X2-Xo)db = -22 + 91 = 69 db , while ~P~o!~ç. ‘~O’db 127 db ,

nablean improvement if 1N 21N1 < 127—69 = 58 db. In pract ice it is reaso

to assume that the plant power levels and with them the sensor noise /
l evels increase in prQced i ng from input to output. The des i gn procedure 

/
/is hi ghly transparent perm i t t ing a good est imate of the optimum div is ion

/
between the feedback loops, without a detailed design. 

-

Hig h-frequency uncertainty

Clearl y, multiple—loop design can be highly superior to single-loop,

for large hf plant uncertainty. The linearized plant model is usually

due to linearization of a non l inear
kabout an operating point or trajectory.

Large variations can exist due to different operating points , e.g. in

f l ight contro l [17] , where values > 1000 have been reported .

It has been proven that in a large class of linea r and nonlinear

time—varying uncertain plants the latter can be represented for synthesis

purposes by an equ i va l ent linear time—invariant uncertain plant set P Es)eq
• [12 , 13) . The set equivalence is exact with respect to a prescribed

acceptable plant output set. Linea r time invariant des ign app lied to

the P [s] prob l em is guaranteed to work for the ori ginal nonlineareq 
hD

prob l em. A nonlinear plant
Acan thus generate large hf uncertainty in

Peq ES]~ 
e.g. consider y = k3x3 , x the input and y the output.

Suppose fa i r ly  linea r response is des ired for y = A3(l_e t)3, A c [0.5,5]. /
To find P Es], eva l uate Y(s) 6kA2 

Sinceeq 
~ç~j  eq (s+2)(s+3) in this case.

A c[0.5,5] , the hf gain of P varies by a factor of 100, due to A2. /eq

For a simp le dynamic example, consider 5~ 
+ By~~

’3 sgn y kx, gIving 
/

_ _ _ _ _ _  • • — •  _ •_ ~~~_ • •~~-~~~~~~~~~~z - - ---. - - -  • 
~~~~
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6k.A3 2 2
~eq 

— -- 6kA /Bs at hf , with uncertainty factor
(s+3) [BAs+6A +2BA]

of 100.

V. JUSTIFICAT I ON OF ASSUMPTIONS
N

Genera l plants. This section is devoted to the Just ification of

simp lif y ing assumptions in II : III.  One was use of k1/s
’ for \

all cu, not just in hf where it is applicable. Recall in Sec. II the

first step was to find the smallest {P0} of (6a), by minimizing over
C

and the va lues of P~~,...,P 0. Suppose P . = k./(s+q~) 
/

• wi th k., q
~ 

uncertain. This minimization prob l em is extremely

difficult at med i um cu. Fortunately it makes little difference if it ~

is not done at all. The reason is that which mad e I unnecessary in10

‘A’ Izo in 
- 

I~~~etc., i.e. under certain conditions there is little

difference in ~L =CP ( . needed , whether • 

{F’) = set S or set S <<S
0 0m m . 1 2 . 1

In Fig. 3, suppose that instead of AB (A at X2), the uncertainty set

is ABEFG wi th E,F extending even to 
~~
. 1

0 
at X2 results in almost the

same A~n(T I for both (23.85 db instead of 23.5db).

It is therefore concluded that in most of ‘A ’ {P} of (3b) be used I
for  10 design , just as in I~ design. P~ is used onl y for cu where

is well approximated by k/s -~~. This has been ver i f ied for severa l

numerica l examp les; e.g. for n = 1 with F’a 
k/(s+q~)J P~ = kb/s

= k /s(s+q), ka c[l ,400] kb c[l ,60], kc c[1 ,200], q.

all Independently uncertain. The maximum difference in the two B (Lu)

is only three db even though the difference between {P} and {P0} is

40db. If this conclusion is incorrect for an unusual case, then it is

also likel y that the obli gations on 110 in 1A w i l l  be greater too.

By using CP} in med i um cu, one is certain that the obligations on h o

-_________________ —— —-~- . 
~~~~~~~~~~~~~~~~~~~~ - •  ~~~~~~~ • ;~~~

- 
• • -,~,•~~~~•~~~ 

• •.



—-——
~~~~~~~

- ,

19

in ‘A w i l l  be neglig ible , as in Sec. II. The simple and transparent

forecasting of Sec . IV may then be used . If these indicate less than de-

sired saving in sensor noise effect , then one can return to check if

greater saving is possible with P° in

Another assumption in I t was bc/ac 
> b

b
/ab 

. If the opposite is

true then minimum Lgth {P0} is at k = ba of value (bb b+b )/(b ab+a ).

There exist a set of g. which achieve this and the procedure is precisely

the same as before. A third assumption is that e + eb = e giving (4)

with 
~~~ 

in hf a vertica l line in the Nichols chart. If

+ e — e 6 ~ 0 is even , the result is also a vertical linea b c

whose length is a function of cu. The des i gn proc~dure is basic all y -

the same. It is possible that P(jw) = 0 at finite cu = at some

comb i nations of parameters , giving T(jw1) = 0. If so, the specifica—

tions on T(jcu) and C/D(jcu) must allow for this. If 6 is odd ,
0des i gn is more complicated because m m .  Lgth {P~} does not necessarily

0 .exist. The range of 
~~e

1a (i .e .,  at any fixed P val ue) is no

longer a l ine but a two—dimensiona l region and there may not exist a

set of g. values in (Lia) such that the resulting tl(P0} fits into

any one It is then a matter of judgment how to exploit the

available freedom to optimize L0. This case has not been studied in 9

-. detail. However , the des ign techn ique of secs . II , III provides the

understanding for good use of the des ign variables . One knows the kinds

of distortions of the uncertainty set which are useful In relation to

1A’ ‘B’ etc.

Another assumption was that the disturbance attenuation was a minor

prob l em, dealt with by (2,10). The procedure Is basi cally the same if

It Is a major problem , for then CD C/V must satisf y fC 0(jcu)f <y(w) over

{P}. This can be translated (15] Into bounds B
0(cu) on 10(jw). The , 

/

_ _ _•
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more stringen t of BD (Lu) and of B(~u) due to (I), is used but there-

after the design procedure is the same.

Unstable and Nonminimu m— p hase plants. Open-loop stable minimum-phase

plants were assumed in II , II I  for simplicity. But clearl y the desi gn

procedu re app l ies so long as the L.0 exis t wh ich sati sf y the B.(w).

Consider 1
~ 

first. It must handle {P0) giving (Sec. ii) a single-loop

problem. The latter is solvable if {P°} contains open-loop poles whose

range of uncertainty includes part of the right—half as we ll as the

left-half plane [15, 18). If however , {P°} includes nonminir num—phas e

elements then 10 exists only if the performance specifications are com-

patible with the now limited bandwidth [18] of L
0

The same conclusions app ly to the inner loops . Again , righ t half-

plane P. poles pose no problem , bu t such zeros impose limitations on

I.

Vt. CONCLUSIONS

For a class of feedback systems with large uncertainty, a multiple-

loop des ign results in sensor noise sens i t i v i t y  much smaller than in a

single—loop design satisf y ing the same specifications. The designer can

divide up the feedback burden among the loops in a sensibl y optimum

manner , wherein the uncertainties of the plant sections , their levels and

associated sensor noise sources play important roles . An important feature

of the des ign techniques is its transparency. In return for learning the

mechanics of sens i t iv i ty  reduction in the language of frequency response ,

there is gained excellent insi ght into the trade-offs between the loops

and the overall cost of desi gn in terms of bandwidth and noise sensi t iv i ty  -

even without perform i ng the detailed design.

q 
-• -.--—- ,— 

- .— . — — —.—.~— • • ~-•— .~ —-.— -•—— ~~~~~~~~
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It is discou raging that we must at this time separatel y deve lop a

design technique for each different structure. However , it is encouraging

t hat although the present der ivat ion is much more d i f f i c u l t  than for the

cascade system , the results are remarkably s im i l a r .  This leads to the

expectation of similar results for any multi ple-loop single i nput—output

structure. It is probably necessary to extend quantitative design to some

additional comp l ex structures before the genera l pattern will become clea r

for any multi pl e 1oop , sing le input—outpu t plant.

~~~~~~ 
•
-
—

•~~~~~~~~~~~~~ - - 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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APPENDIX I — BOUNDS B
1
(w) ON FIRST INNER LOOP

Sec. III  presented without exp lanation the bound s E~1 (u) in terms of the

intervals 1A ’ ‘B’ 1 c of L0 (ju). The explanation is ava i l ab le  by considering

the uncertainty or variation set (9c)

J A a k  + k 1
l
~j
l 

÷ A I LlO J ’~~ 
•?J = {a~k~, + k} of (5a) .

is the line AB in Fi gs. A 1~~C~,whereas 
~.i

l

is the larger set ABC .D . , a function of 1 and A . The point A isJ J 10 m a x

al ways the nom inal 1
0 , A

1 
1 , kb 

ab ,  kc = a irrespective of the value

of L
10 , because that is the objective of the 8

1
(w) . Attention is focused on

the range --ii < Ary L
10 

< 0 . The following properties of 11
1 

are important .

(P1) I n Fi g. Al a , as JL 10 1 is increased at fixed Arg L
10 , 

boundaries

BC. , 80. shift downward - compare BC
3
C
3
’ at 0 db with 8C

2C2
’ at —20 db and

5C 1C 1 ’ at —40 db; and similarly the BD .D .’.

(P2) For f ixed 110 , the effect of increase in A 1 is ex tensio n of the BC.,

AD ., i. e., widening of the reg i ons by decreasing amounts , to a maximum of

— ) msin90 — tan l4incos0

at A
1 
= ~~, where I10 

= m /Q. This effec t of lar ge A
1 

is important in explaining

the nature of B
2(w)

(P3) For g iven A lmax and ~L 10 J ~J•~ at /
‘L10 

= 0 is the mirror image

(about AB ) of at ,/io =

The upper bounds of 8
1
(w) in ‘A 

are explained by property (P1) in

~ 

- 
__ __ _

~~~~i~~~
_ _ __ 

~~~~~
•
— ~~~~~~ —~~~

-.— - 
~~~~~~~ 

• -
~~~~~~~~~~~~~~~~~~~

-
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Fig. Ala. A family of at fixed /L10 -90° is tried at Lu = 40 c

i.e., poin t A of V’1 is set at L0 (j40) ~—32 db /
‘
130° (from Fig. 3)

a t which Fig. 1 requ ires

T j
~ T ~ 34.3 db

mm

A t Lu = 40 (i), (2) are precisely satisfied . It is seen in Fig. Ala that at

Arg 110 = —90° , IL 10 1 < -20 db is OK while I L~~ I ~ 0 db is not beca use

A IT I = 1-34-2.31 = 36.3 db and larger IL 10! gives larger ~!TI . The upper

bound here is between 0 db and -20 db . From a study of the shape of cons tant

I L/l+L~ loci on the Nichols cha rt , i t is seen tha t this result applies for a ll

at which Arg L
0 ~ 

—90° . In Fig. 3, th ere i s a sma l l  i nterva l i n w h i c h

Arg L
0 

> —90° and in genera l there may be a low frequency reg ion where

Arg L
0 

> -90° . However , the fina l result is basically the same, because of

the very sma ll sens i t i v i t y  of the loc i of constant 11/1+11 on the Nichols

chart at large IL!

It is wor th noting that if 
~~~ 

did not exist at all , then W~ i = 1 ,

...n would only be a mu :h longer vertica l line with l owest point at A

From Fi g. Ala , both (1) ~mnd (2) would still be satisfied . Thus for ue

L
0 

des igned for P5 , P~ uncertainty only, automatically handles P
J
...P

uncertainty as well. However L~ is needed in ‘B 
precl uding 1

10 
C 0

in and giving there upper bounds as in Fig. Ala. Similarl y note tha t in

1A’ 8 1 (w) are hardly af fected by large increase of A 1 
- see Fig. Ala.

Therefore h o cou ld handle the ent ire uncertainty of i.e. Aa in place of

A , l f G 2 = G 3 = ... G~~= O .

• . -~~~~- - - ~~-—
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Property (P1) also explains in Fig. A 1b the lower bounds in l
~~
.

At II-
~~I = m 1, penetrates into M < 2.3 db , viola ting (2). Thus in

Fig. A lb , at Arg Lio 
= 0, IL lO l min m~. In this range, (2) easily dominates

so there is no danger of violating (1) (cf Fig. Ala) except possibl y at

very large IL~oI , which would not be used anyhow. Here too, A 1 could be

increased to without affecting B 1 (w) 
- recall (P2), the effect of large

1 
-

A
1 
on )J in Fig. Ala and the critica l factors in Fig. Alb . Thus there is

no need for L2,...L~ In l B as well. (P1) also explains i n Fig. A Ic the

upper and lower bounds in l~~. Thus, at
,/,0 

= 0, IL 1~I must be either < m~ H
or- > in5. From (P2) the wid th of ‘U’~ is < ~Arg L 10 1 . Hence , Fig. Aic

shows that as cu increases in 1c’ the value of —Arg 110 for which al l  IL 10) are

accep table , increases steadily, exp lain ing why the 6 1
(w) closed curves shrink

b 
-

to B H in Fi g. 6b. B length is because at Arg 110 
= - ¶ (say atI IH al d b

cu1~~ 1 ,000 here) 1 + A 1h10 = I - A 1 11 10 1 with 11 10 1 < I/A
1 

= ~1-;otherwise

extends in length to ~ and be ing 360° w ide , must intersect wi th the

forbidden 
~~~~ 

< y = 2.3 db regions located at Arg 1 = ± nm , n = 1 ,3,...

This is also seen from (10), for let L~ = A~L,0~ and = P~, for a ~ 1.

Then at Arg 1
1c’ 

= - iT , IL~0I < l/A jmax is essen t ial , otherwise - 
1C 1 /0 1 1 is

• infini te at 
~‘ima x~

Increase of A
1 
affects the bounds at in2, requiring 1L 10 1 < ~~~~ 

-

• 
~ < 1 , but not the lower boundary at m5. In Fig. 6b it is seen that 110
lies on the upper part of B 1 (w) for most of 1 1A’ 50 110 designed to

handle P 1 onl y, can a lso cope wi th  ~~~~~ ,P~ if

i - - - — - • • - -  -~~ - - •
-
~~~~~__:~~~~~~_
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APPENDI X 2 — BOUNDS ON SECOND AND HIGHER INNER LOOPS

The function of 1
20 

is to guarantee tha t 110 is s a t i s f a c tory

despi te i ts des ign on the basis of P
~

1 of (9a). I t was seen in

Appendix I that for Lu C 1A’ ‘ B and part of ‘C’ Lio suffic es i.e. .

120 may be zero. This is so only for w < at which /Lio --IT.

It was noted also tha t 1L 10(jW1m )I< ~~~~~ 
so 12 is needed for Lu = Lu

1
.

- • lmax

Hence, 1
20 

E 0 is impossible in 1 lA and i t is not surprising that

the B
2
(w) there are upper bounds (recall in Appendix 1 precisely

the same situation for L10(jca) in ‘A~ 
At Lu = WImCI lB~ 

l+X 1 L b =

e>0 (.38 in the example), so the denominator (l2a) of P
2 is

~
O’3O (l-A 2

+&L2+CX2
L
20), and for i t ~ 0 at Ar g L20 0, IL 20 !> ~~ - _____

2 max

1.4 here. So there is a l ower bound on IL 20(jW im )I which is a function

of Arg L2O~

To fi nd B2(w) in ~~ i t is necessary to use P2 of (12a) in

place of 
~e of (9a). I t is conven i ent , however , to express 

~e in

terms of P , def i ned as P~ wi th A
1 X2 

replaci ng A 1, because

‘~4P2} is easier expressed in terms of ~Jt P~~
’} , while ‘Vt P

~~~~

’

) Is :

easily gotten from 1t’CP~~} shown In Fig. Ala by le tting A 1 >A lmax• From

(l2a) and replacing A
1 in (9a) by X

1X2 ,

I’re 1 2 1 0= ___________________ = — Al
e
li; jl+A 2L20\ 

0C2
e 1 1+1 + )i

)
2
110

~ 20

In Fi g. A2, as follows . let OQ = A 1X 2L10 (Arg L10< - in l n I
81 ,

I ti ), QV= 1

QD
1=a, ID~VI = ~a120~, Arg E 1 D~V = Arg E~ D~C 1 

= Arg 120t D~C. = A 2D., V

A2a120, so OV = OQ + QV = A 1A 2110 + 1 ,

_ _ _ _ _ _ _ _ _ _ _  
________________________
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QC. QD. + D1 C~ 
a + aA 2L20 I + A2L20QCi = = QD. + D. V a + a120 

= I + L~0 
and

I + X 1
OC. OQ + QC 1 

= X 1 X2110 + 
+ ~~~ 

givin g (Al).

Fig. A2 was sketched for ~ 2000, A 1 
= 40, A2 

= 10, at which (Fig. 6b)

1~~ - .0158/2300, L
~ 
= -127 db /4300, for assumed Arg 120 -117° constant.

The D~ describe an arc of a circl e as (1201 is varied , as do the drawn for

A2 = 10 = A2 max, i.e.’ D1 C~ 10 01V. Clearly for IL~o J < < 1 , 0V/OC -‘- I • 

- •

and for IL20! > > 1 , I0v/oc I < 1 , so such 1120) are acceptable. Obviously

~ A~ < A2max~ 
? resulting C~ circle passes through 0, g iving infinite OV/0C~

and the resul ting 11’{p2} passes thru M = 2.3 db. Thus , 3 upper and lower

bounds in this Lu range. As u increases , Ilio l and its ang le drecrease, so

the arc ~~~~~~ does not extend to 0 in Fi g. A2 and any 1120! is acceptable.

Hence, the 82(w) tend to a line B2H at —11, from 0 to (a2/b2)db . B2(w) are

shown in Fi g. 7, including a sensibly opti mum 120(jcü) with its intervals

12A’ I2B~ 
12C

For the third i nner loop (if n > 2), P~ is needed and there is an

ana logous situation wi th respect to At 
~2B’ 

W2m (at wh i ch Arg L20 
-

~~~~)

is very large (‘
~
.. 6500) and as before , there is a lower bound on 1

3Q at

For W > W
2iT~ 

lL
~ !, 1110 1 < < 1, so (in l3d), Denom. (p3) -‘. 1 + A

3
1
30

+ A
3
A
2
120(I + 1

30
), sIm i lar to Denom. (P~) if I is rep l aced by I - 1.

similar to (Al) is obtained giving a figure similar to Fi g. A2 and

analogous B
3
(Lu). The process is continued to B4(w) , B~ (w).
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sys tem response to command s and d is tu rbances  over the parameter

range , and to do so wi th  sensibly m i n i m u m  net  e f f e c t  at the p la nt

i n p u t , of the n + 1 sensor noise sources. The bas ic  problem is

how to best  d iv ide  the feedback burden  among the  n + 1 ava i l ab l e

feedback  loops L
~~. The procedure developed has high t r an spa rency ,

g iving ear ly  perspect ive on the loop bandwid ths , p e r m i t t i n g

approximate ioop t r a d e — o f f s  w i t h o u t  a de ta i l ed  des ign .)  While

the development is more difficult than in the single cascaded

plant  system , the procedure and f i na l  resul ts  arc very s imi la r :

Each L1 has only one distinct frequency range say w~~, in which

there is trade—off betwee~i L~ and L . f11 and > wi th

steadily increasing loop bandwidths going backwards from plant

output  to input .  ‘ It is shown that for a class of problems the

sensor iioise effects can be tremendously reduced , when compared

to an opt imum sing le—loop design sa t isf ying the same specifica-

tions.
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